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Acoustic metrics of contrastive speech rhythm, based on vocalic and intervocalic interval durations,
are intended to capture stable typological differences between languages. They should consequently
be robust to variation between speakers, sentence materials, and measurers. This paper assesses the
impact of these sources of variation on the metrics %V �proportion of utterance comprised of
vocalic intervals�, VarcoV �rate-normalized standard deviation of vocalic interval duration�, and
nPVI-V �a measure of the durational variability between successive pairs of vocalic intervals�. Five
measurers analyzed the same corpus of speech: five sentences read by six speakers of Standard
Southern British English. Differences between sentences were responsible for the greatest variation
in rhythm scores. Inter-speaker differences were also a source of significant variability. However,
there was relatively little variation due to segmentation differences between measurers following an
agreed protocol. An automated phone alignment process was also used: Rhythm scores thus derived
showed good agreement with the human measurers. A number of recommendations for researchers
wishing to exploit contrastive rhythm metrics are offered in conclusion.
© 2010 Acoustical Society of America. �DOI: 10.1121/1.3293004�
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I. INTRODUCTION

A. Metrics of contrastive speech rhythm

The study of speech rhythm, once a search for isochro-
nous units of speech �e.g., Lehiste, 1977�, has more recently
focused on cross-linguistic variation in durational contrast
between stressed and unstressed syllables. Dauer �1983� ob-
served that certain phonetic and phonotactic regularities of
syllable construction tend to co-occur between languages, at
least when one considers the Romance and Germanic lan-
guages of Western Europe. Thus, for example, Spanish,
French, and Italian have relatively limited clustering of con-
sonants in onsets and codas, with open consonant-vowel syl-
lables being the predominant pattern, whereas English,
Dutch, and German allow more complex consonant clusters,
with stress tending to occur on heavy syllables, such as those
with complex codas. Furthermore, although all of these
Western European languages show lengthening of vowels in
stressed syllables, Romance languages—Spanish being the
most clear-cut example—have attenuated stress-related
vowel lengthening compared to the Germanic languages.

Various acoustic metrics have been devised based on
these observations �see Table I for definitions of the metrics
discussed here�, all relying on measurement of the duration
of vocalic and consonantal intervals within utterances �e.g.,
Ramus et al., 1999; Low et al., 2000�. Being acoustically
based, these intervals take no account of phonological struc-
ture, so that coda consonants and immediately following on-
set consonants are included in the same interval, as are ad-
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jacent heterosyllabic vowels �see Ramus et al., 1999, for a
discussion of the rationale for this procedure�.

These rhythm metrics are intended to capture the stable
differences between and within languages in degree of tem-
poral stress contrast, as elucidated by Dauer �1983�. Given
this assumption, such metrics are best at gauging “contras-
tive” rhythm, i.e., the balance of strong and weak elements in
speech, rather than “dynamic” speech timing, i.e., the tem-
poral arrangement of groups of sounds according to a higher-
level structure.

White and Mattys �2007a, 2007b� compared the efficacy
of various contrastive rhythm metrics in discriminating be-
tween languages held to differ in degree of temporal stress
contrast. They also looked for evidence of such differences
between varieties of English. In those studies, the most ef-
fective metrics were found to be %V �the proportion of total
utterance duration made up of vocalic rather than consonan-
tal intervals� and VarcoV �the coefficient of variation of vo-
calic interval duration, i.e., the standard deviation divided by
mean vocalic interval duration, to normalize for articulation
rate�. Another rate-normalized metric of vocalic interval du-
ration, nPVI-V �Low et al., 2000—see Table I�, was also
useful and, unsurprisingly, highly correlated with VarcoV,
though it manifested somewhat less discriminatory power.

To illustrate the interpretation of contrastive rhythm
metrics, Fig. 1 summarizes results for VarcoV and %V from
these and related studies �White and Mattys, 2007a, 2007b;
White et al., 2009�. It is assumed that the high VarcoV scores
for English, particularly standard Southern British English
�SSBE�, and for standard Dutch are a reflection of the strong
marking of stress by vowel lengthening in these languages.
The lower VarcoV scores for French, Italian, and—in

particular—Spanish are assumed to reflect smaller durational
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differences between stressed and unstressed vowels. English
and Dutch score low on %V, which is interpreted as indicat-
ing the preponderance of consonant clusters compared with
the Romance languages. Naturally, %V must also be influ-
enced by patterns of vowel duration, and the shortness of
unstressed vowels in Dutch and English is assumed also to
contribute to their low %V scores. The influence of vowel
duration on both metrics is one factor underpinning the nega-
tive correlation between %V and VarcoV, together with the
fact that—at least in the languages studied thus far—the
trends for vowels and consonants tend to co-occur, as de-
scribed by Dauer �1983�. Thus, the overall picture from such
studies is of a gradient variation in temporal stress contrast
from low �Castilian Spanish� to high �standard Southern
British English�.

B. Comparison of contrastive rhythm scores between
studies

In recent years, contrastive rhythm metrics have been
increasingly applied to address a range of issues: E.g., Carter

TABLE I. The rhythm metrics considered in the present study.

Metric Description

�V Standard deviation of vocalic interval duration.
�C Standard deviation of consonantal interval duration
%V Percent of total utterance duration composed of vo
VarcoV Coefficient of variation of vocalic interval duration

deviation of vocalic interval duration divided by th
multiplied by 100.

VarcoC Coefficient of variation of consonantal interval dur
standard deviation of consonantal interval duration
the mean�, multiplied by 100.

nPVI-V Normalized pairwise variability index for vocalic i
of the differences between successive vocalic inter
by their sum, multiplied by 100.

rPVI-C Pairwise variability index for consonantal intervals
differences between successive consonantal interva

nPVI-VC Normalized pairwise variability index for summed
consonantal intervals. Mean of the differences betw
successive vocalic+consonantal intervals divided b
multiplied by 100.

Va
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o
V

%V

Temporal stress contrast
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Shetland English
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Orkney English
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FIG. 1. VarcoV by %V plot showing the scores for Dutch �White and
Mattys, 2007a�, French �White and Mattys, 2007a�, Spanish �White and
Mattys, 2007a�, two varieties of Italian �White et al., 2009�, and several

varieties of English �White and Mattys, 2007b�.
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�2005� looked at the influence of Spanish on the rhythm of
Hispanic American English; Patel et al. �2006� tested the
notion that musical rhythm reflects the rhythm of a culture’s
native language; and Liss et al. �2009� attempted to discrimi-
nate between different types of dysarthric speech. One sig-
nificant problem in interpreting and comparing such results
is that absolute rhythm scores can vary widely for the same
languages between published studies. For example, in the
studies of Ramus �2002�, Grabe and Low �2002�, and White
and Mattys �2007a�, nPVI-V ranged from 30 to 42 for Castil-
ian Spanish and from 63 to 73 for standard Southern British
English; for rPVI-C, Grabe and Low’s �2002� score for
Spanish was comparable �58� to Ramus’ �2002� score for
English �57�, despite the strong assumption of much greater
consonantal interval variation in English �see Table I for
definitions of these metrics�.

If contrastive rhythm metrics, as stated above, are in-
tended to capture stable differences between and within lan-
guages, such variation in scores represents a significant em-
pirical and theoretical problem. This paper is intended to
ascertain whether the variation is merely procedural and can
be controlled through improved experimental design, or
whether it represents a challenge either to the assumption
that languages have stable contrastive rhythmic properties
and/or to the assumption that the commonly used rhythm
metrics reflect these contrastive rhythmic properties.

There are several obvious potential sources of variation
in rhythm scores between studies: The speakers measured,
the linguistic materials spoken, and the protocols used for
measuring interval duration, together with individual differ-
ences between measurers in the application of these proto-
cols. Here we assess the relative variation due to each poten-
tial source.

With regard to speakers, there will clearly be variation
within any linguistic community in the realization of stress
contrasts, as with any segmental or suprasegmental feature,
but these differences should be relatively small in compari-
son with those between languages held to have differing de-
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rate is one important factor that might cause significant de-
viations even within a fairly homogenous accent group, and
it is known that certain non-normalized metrics of variation
in vowel and consonant interval duration—�V, �C, rPVI-
C—manifest inverse relationships with articulation rate �i.e.,
higher scores at lower rates—White and Mattys, 2007a�. The
metrics with most discriminative power—VarcoV, %V, and
nPVI-V as discussed above—are robust to variation in rate,
however, and so this potential source of between-speaker
variation should not be an issue.

Studies also differ in the speech materials used. Given
that rhythm metrics are, at least in part, a reflection of pho-
nological structure, variation in rhythm scores is to be ex-
pected according to the linguistic materials recorded. In the
extreme case, it is possible, for example, to construct English
sentences without consonant clusters, so that they mimic the
predominant consonant-vowel-consonant-vowel alternation
of a Romance language such as Spanish. In this artificial
situation, scores for metrics of consonantal interval variation
are indeed more similar for English and Spanish than with
more natural unconstrained sentences, as are %V scores �Pri-
eto et al., 2009�. Of course, while such contrived sentences
serve to make a particular point about rhythm metrics, the
ideal materials for contrastive rhythm studies should be a
representative reflection of the phonological structures of the
languages under consideration. The usual—implicit—
solution to this problem has been to use a pseudo-random set
of naturalistic sentences, although studies such as that of
White and Mattys �2007a� have eliminated approximants
from the sentence materials in the interest of consistent ap-
plication of criteria for the identification of segment bound-
aries.

With regard to measurers, the extraction of interval du-
rations from speech relies mostly on manual inspection of
waveforms and spectrograms, and is therefore subject to the
vagaries of individual measurers, who may use different cri-
teria or apply common criteria idiosyncratically. The use of
experienced phonetically trained measurers and agreement
on a set of measurement criteria between studies �see, for
example, Turk et al., 2006� are clear first steps toward the
maintenance of consistency. Avoidance of awkward segmen-
tal junctures—e.g., approximant-vowel or vowel-
approximant boundaries—may also help. This study aims to
determine the degree of variability in rhythm metric scores
between experienced measurers working to a common seg-
mentation protocol.

One potentially useful method of eliminating inter-
measurer variability in speech timing research is the use of
an automated phone alignment process based on speech rec-
ognition algorithms. In studies using read speech, the recog-
nition software is provided with an orthographic or broad
phonetic transcription of the sentences, and identifies the
boundaries assumed to be present in the signal given this
transcription. The practical benefits of such an approach are
that a very large amount of speech can be analyzed at little
time cost and with consistency of application of segmenta-
tion criteria, in contrast with the laborious and error-prone
manual approach. Here we examine whether current methods

of automated phone alignment—based on statistical proper-
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ties of the signal rather than phonetically defined criteria—
are sufficiently reliable to provide consistency of rhythm
scores compared to trained human measurers applying
agreed phonetic-based protocols.

C. Purpose of experiment

In this paper, we investigate the robustness of various
rhythm metrics to variation in speakers, materials, and mea-
surers, based on an analysis of six speakers of SSBE reading
five scripted sentences each. The SSBE sentences were seg-
mented into vocalic and intervocalic intervals by five mea-
surers, all phoneticians trained in the identification of speech
segment boundaries. We also used an automatic phone align-
ment process on the SSBE sentences to derive scores for the
same rhythm metrics.

As discussed above, two metrics have been found to be
particularly useful �White and Mattys, 2007a, 2007b�: Var-
coV, the coefficient of variation of vowel interval duration,
and %V, the proportion of utterance duration that is vocalic.
The focus of the present study is therefore on these two
metrics, together with the widely used nPVI-V �normalized
pairwise variability index of vowel interval duration�, which
we found previously to be highly correlated with VarcoV,
while being somewhat less discriminative. As a matter of
record, however, the primary analyses were carried out for
all rhythm metrics listed in Table I, and are reported in the
Appendix. We include the results for nPVI-VC, a metric not
utilized by White and Mattys �2007a, 2007b�, but subse-
quently found useful in the classification of dysarthric speech
by Liss et al. �2009�.

II. METHOD

A. Participants and measurers

Six speakers, three females and three males, of Standard
Southern British English were recorded. None reported any
speech or hearing problems. The measurers were all trained
phoneticians.

B. Materials

The five English sentences were the same as those used
by White and Mattys �2007a� and are listed here in Appendix
A. The sentences were constructed to avoid the approximants
/l/, /r/, /j/, and /w/, for reasons discussed in Sec. I B.

C. Recordings

The sentences were recorded at the University of Bristol
as part of a longer session comprising �1� short story reading,
�2� map description, and �3� sentence reading �the five sen-
tences in the present study preceded by five others�. Partici-
pants were given time to rehearse the sentences silently be-
fore reading them aloud and were instructed to speak in their
normal conversational voice at a rate that felt natural and
comfortable. Sentence readings that contained errors or dis-
fluencies were repeated. Recordings, direct to disk at a sam-
pling rate of 32 kHz, were made in a sound-attenuated room

using a high-quality microphone.
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D. Measurements

The boundaries between vocalic and consonantal inter-
vals of the Standard Southern British English sentences were
labeled by five phonetically trained measurers �M1–M5�.
Prior to labeling, the measurers agreed to follow the criteria
adopted by White and Mattys �2007a�. �Note that the results
for measurer M1 are those originally reported in White and
Mattys, 2007a.� As these criteria were the sole common
guide for the measurers in this study, they are reproduced
verbatim.

“This procedure was carried out with reference to stan-
dard criteria �e.g., Peterson and Lehiste, 1960�; where labels
were associated with the start or end of pitch periods, they
were placed at the point of zero crossing on the waveform.

The primary determiner of the placement of a vowel-
consonant boundary was the end of the pitch period preced-
ing a break in formant structure associated with a significant
drop in waveform amplitude. Additional criteria which facili-
tated the location of the boundary in certain contexts in-
cluded:

• Where the vowel offset was glottalized, a change in the
shape of successive pitch periods, for example, lengthen-
ing or doubling.

• Before fricatives, the onset of visible frication.
• Before nasals, the appearance of nasal formant structure

and a waveform amplitude minimum.

The consonant-vowel boundary was the beginning of the
pitch period at the onset of vocalic formant structure, where
this was associated with the appearance of pitch periods con-
sistent with the body of the vowel �e.g., unfricated and of
comparable amplitude�. Aspiration following stop release
was therefore included within the consonantal interval.”
�White and Mattys, 2007a, pp. 506–507�.

Following the practice in White and Mattys, 2007a,
pauses and disfluencies within utterances were excluded and
vowel-vowel or consonant-consonant intervals on either side
of the pause were combined. The measurers did not discuss
specific labeling criteria, nor did they examine each other’s
measurements at any stage prior to extraction and analysis of
the resulting durational data. These precautions were in-
tended to ensure that the labeling differences between mea-
surers can be regarded as representative of the differences
that occur when independent studies use comparable labeling
criteria, but different measurers.

The recorded utterances were also subjected to an auto-
matic phone alignment process. Based on an orthographic
transcription of each sentence, a forced alignment was car-
ried out with the open-source speech recognition tool
SPRAAK �Demuynck et al., 2008�. Forty-one tri-state
monophonic Gaussian mixture models were trained on the
British English SpeechDat FDB telephone speech database
�Draxler et al., 1998�, separately for male and female speak-
ers. As a 32 ms Hamming window with a step size of 10 ms
was used, the duration of the aligned segments is in multiples
of 10 ms with a minimum duration of 30 ms. The lexicon
used in the forced alignment process was derived from the

orthographic transcription using the CELEX lexical database
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�Baayen et al., 1995�. The resulting phone alignments were
then transformed into alternations of vocalic and intervocalic
intervals, in order to bring them into the same format as the
segmentations by the human measurers.

Scores for the metrics %V, �V, �C, VarcoV, VarcoC,
nPVI-V, rPVI-C, and nPVI-VC �see Table I� were then com-
puted, separately for the five read sentences produced by
each of the six speakers. For the sake of consistency,
utterance-initial consonants, where they occurred, were ex-
cluded from the measurements.

E. Statistical analysis

We report on the variability in contrastive rhythm scores
according to speaker, sentence materials, and measurers. For
the analysis of the variability due to speakers, each speaker
contributed 30 scores to each rhythm metric �five sentences
and six measurers�. For the analysis of the variability due to
sentence materials, each sentence contributed 36 scores to
each rhythm metric �six speakers and six measurers�. For the
analysis of the variability due to measurers, each measurer
produced 30 scores per rhythm metric �six speakers and five
sentences�. The intraclass correlation coefficients �ICCs�
were computed with the R environment’s IRR package
�Gamer et al., 2007�. We used a two-way model, which treats
both raters and items as randomly sampled from a population
�Shrout and Fleiss, 1979�. Intraclass correlation coefficients
of 0.40–0.59 are commonly regarded as indicating moderate
inter-rater reliability, values of 0.60–0.79 as substantial, and
values of 0.80 or larger as outstanding �Garson, 2009�. In
addition, in order to provide some sense of whether differ-
ences between speakers, sentences, and measurers are poten-
tially problematic for interpretation, we compared the size of
those differences to the largest difference reported between
languages in White and Mattys �2007a� as a benchmark,
namely, the difference between scores for Castilian Spanish
and Standard Southern British English �see Fig. 1 for VarcoV
and %V values�.

III. RESULTS AND DISCUSSION

As discussed above, we focus on the rhythm metrics
found by previous studies �White and Mattys, 2007a, 2007b�
to be the most discriminative between and within languages:
VarcoV, the coefficient of variation of vocalic interval dura-
tion �standard deviation divided by the mean�; nPVI, the nor-
malized pairwise variability index of vocalic interval dura-
tion �see Table I for fuller definition�; and %V, the proportion
of total utterance duration made up of vocalic rather than
consonantal intervals.

A. Effect of speaker on %V, VarcoV, and nPVI-V
scores

Figure 2 shows the mean %V, VarcoV, and nPVI-V
scores of the six Standard Southern British English speakers
averaged across sentences and measurers. The means for the
other rhythm metrics can be found in Appendix B.

A one-way repeated measures analysis of variance
�ANOVA� for %V showed a main effect of Speaker,

F�5,145�=15.53, p�0.001. Values for ICCs and 95% con-
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fidence intervals for all metrics and conditions are summa-
rized in Table II. As can be seen, consistency among speak-
ers for %V was moderate. The largest difference in mean
%V was 3.0 or 30% of the Spanish-English difference and
the mean difference was 1.6 or 16% of Spanish-English. For
VarcoV, there was also a main effect of speaker, F�5,145�
=13.47, p�0.001. Consistency among speakers was moder-
ate �Table II�. The largest difference in mean VarcoV was 9.7
or 42% of Spanish-English, and the mean difference was 4.2
or 18% of Spanish-English. For nPVI-V, we found no main
effect of speaker, F�5,145��1. Consistency among speakers
was again moderate �Table II�, but here the actual differences
between the speakers’ mean scores were very low: The larg-
est difference in mean nPVI-V was 2.5 or only 7% of
Spanish-English, and the mean difference was 1.2 or 3% of
Spanish-English.

1 2 3 4 5 6

%
V

28
30

32
34

36
38

40
42

1 2
Va
rc
oV

50
55

60
65

70
7 5

FIG. 2. Means and standard errors of the rhythm metrics %V, VarcoV, and
means.

TABLE II. Intraclass correlation coefficients, among speakers, sentences,
and measurers, for the rhythm metrics %V, VarcoV, and nPVI-V �with 95%
confidence intervals�. Values of 0.40–0.59 are commonly regarded as indi-
cating moderate inter-rater reliability, values of 0.60–0.79 as substantial, and
values of 0.80 or larger as outstanding �Garson, 2009�.

%V VarcoV nPVI-V

1. Speakers 0.53 0.56 0.52
�0.38,0.70� �0.41,0.72� �0.36,0.68�

2. Sentences 0.38 0.32 0.01
�0.23,0.55� �0.17,0.49� ��0.08,0.15�

3a. Measurers
�including automatic alignment�

0.64 0.64 0.52
�0.49,0.77� �0.49,0.77� �0.36,0.68�

3b. Measurers
�excluding automatic alignment�

0.67 0.71 0.62
�0.52,0.80� �0.57,0.82� �0.47,0.76�
J. Acoust. Soc. Am., Vol. 127, No. 3, March 2010
All other rhythm metrics also showed a main effect of
speaker �Appendix B�. The ICCs of �V and nPVI-VC were
in the range of those for %V, VarcoV, and nPVI-V; the ICCs
for the consonantal interval metrics were lower.

B. Effect of sentence on %V, VarcoV, and nPVI-V
scores

Figure 3 shows the mean %V, VarcoV, and nPVI-V
scores of the five English sentences averaged across speakers
and measurers. The means for the other rhythm metrics can
be found in Appendix C.

For %V, a one-way repeated measures ANOVA showed
a main effect of sentence, F�4,140�=27.10, p�0.001. Con-
sistency between sentences, as measured by the ICC, was
low �Table II�. The largest difference in mean %V between
sentences was 4.9 or 49% of Spanish-English and the mean
difference was 2.0 or 20% of Spanish-English. For VarcoV,
there was also a main effect of sentence, F�4,140�=35.38,
p�0.001. Consistency between sentences was low �Table
II�. The largest difference in mean VarcoV was 13.0 or 57%
of Spanish-English, and the mean difference was 6.5 or 28%
of Spanish-English. For nPVI-V, we also found a main effect
of sentence, F�4,140�=35.49, p�0.001. Consistency be-
tween sentences was very low �Table II�. The largest differ-
ence in mean nPVI-V was 15.5 or 42% of Spanish-English,
and the mean difference was 9.0 or 25% of Spanish-English.

All other rhythm metrics also showed a main effect of
Sentence �Appendix C�. The ICCs likewise all indicated a
low consistency between sentences. As with the analysis of
speaker differences above, the ICCs of the consonantal inter-
val metrics were generally lower than those of the vocalic

4 5 6 1 2 3 4 5 6

nP
VI
−V

60
65

70
75

80

aker

-V for the six SSBE speakers. The solid horizontal bars indicate the pooled
3

Spe

nPVI
metrics, with the exception of a very low value for nPVI-V.
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C. Effect of measurer on %V, VarcoV, and nPVI-V
scores

Figure 4 shows the mean %V, VarcoV, and nPVI-V
scores of the five human measurers �M1–M5� and the auto-
matic phone alignment �A� averaged across speakers and
sentences. The means for the other rhythm metrics can be
found in Appendix D.

For %V, a one-way repeated measures ANOVA showed
a main effect of measurer, F�5,145�=15.85, p�0.001. Con-
sistency among measurers, as measured by the ICC, was,

1 2 3 4 5

%
V

28
30

32
34

36
38

40
42

1
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50
55

60
65

70
75

FIG. 3. Means and standard errors of the rhythm metrics %V, VarcoV, and
horizontal bars indicate the pooled means.
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7 0

M1 M

%
V

28
30

32
34

36
38

40
42

M1 AM2 M3 M4 M5

FIG. 4. Means and standard errors of the rhythm metrics %V, VarcoV, and

phone alignment �A�. The solid horizontal bars indicate the pooled means.
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however, substantial �Table II�. The largest difference in
mean %V was 3.7, or 37% of Spanish-English, and the mean
difference was 1.4 or 14% of Spanish-English. For VarcoV,
we also found a main effect of measurer, F�5,145�=10.06,
p�0.001. Consistency among measurers was substantial
�Table II�. The largest difference in mean VarcoV was 6.4 or
28% of Spanish-English, and the mean difference was 3.4 or
15% of Spanish-English. For nPVI-V, there was a main ef-
fect of measurer, F�5,145�=2.46, p�0.05. Consistency
among measurers was moderate �Table II�. The largest dif-

tence

3 4 5 1 2 3 4 5
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surer

nP
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ference in mean nPVI-V was 5.2 or 14% of Spanish-English
difference, and the mean difference was 2.6 or 7% of
Spanish-English.

All other rhythm metrics also showed a main effect of
measurer �Appendix D�, with the exception of �V, where the
effect approached significance. The consonantal interval met-
rics were again generally less consistent across measurers
than the vocalic interval metrics.

As for the performance of the automatic phone align-
ment, Fig. 4 shows that the mean %V and nPVI-V scores
were well within the range of the human measurers, and for
VarcoV were just outside the human measurers’ range. This
observation was confirmed by pairwise comparisons between
the automatic alignment and mean values for the five human
measurers. There was no difference in mean for %V, t�29�
=0.08, p=0.44, and nPVI-V, t�29�=−0.51, p=0.61. For Var-
coV, the mean score of the automatic alignment was higher
than that of the human measurers, t�29�=3.02, p=0.005.
When we compared the consistency among human measur-
ers with that among all measurers �i.e., including the auto-
matic alignment� we found that the ICCs among the human
measurers alone are somewhat higher �Table II�; however,
the overlapping confidence intervals indicate that these dif-
ferences were not significant.

D. Discussion

The analyses show that variation between speakers, sen-
tences, and measurers all contribute to variability in rhythm
metric scores. Sentences produced the largest variation in
scores, with, for example, the mean difference in VarcoV
between sentences being 28% of the Spanish-English differ-
ence. The differences due to speakers and measurers were
generally smaller. In addition, consistency was highest
among measurers �generally with an ICC of above 0.60� and
lowest between sentences �ICC below 0.40�. Between speak-
ers, the ICC was around 0.50. The confidence intervals for
sentence ICC and measurer ICC did not overlap for either
%V or VarcoV, indicating that, for these two metrics, consis-
tency among sentences was significantly lower than consis-
tency among measurers. With regard to individual rhythm
metrics, differences were generally smallest for nPVI-V and
largest for VarcoV. Consistency, on the other hand, was
slightly lower for nPVI-V than for the other two metrics:
This likely to be in part the result of the lack of variation in
nPVI-V between speakers; with little variation in the other
two variables, there is little scope for sentences to show con-
sistency in their patterns of scores.

How relevant are these differences to the comparison of
results between studies? The largest difference between the
English sentences examined here, for example, was more
than half the size �57%� of the mean English-Spanish differ-
ence, which can be considered the archetypal poles of the
contrastive rhythm space, at least among languages studied
so far. Thus, a small unrepresentative set of sentences could
easily alter the position of the language measured within the
rhythm space, as also demonstrated by Prieto et al. �2009�.

What then are “representative” sentences for the purpose

of rhythm analysis? At the segmental level, Prieto et al.
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�2009� clearly showed that the phonological structure of syl-
lables has an impact on rhythm scores, with untypical pat-
terns �such as sentences comprised of a succession of open
syllables for English� producing misleading results. At the
suprasegmental level, one critical factor is clearly the relative
numbers and distribution of strong and weak syllables. Low
et al. �2000� constructed sentences containing only strong
syllables and showed that nPVI-V scores were much lower
than those for sentences containing an alternating pattern of
strong and weak syllables.

As a further test of the effect of suprasegmental structure
on rhythm measures, we introduce the contrast regularity in-
dex �CRI�, a measure of the regularity of sentence stress
patterns. We calculated CRI as 1− �c / t�, where c stands for
the number of syllable transitions in which the stress remains
constant �a weak syllable followed by a weak syllable or a
strong syllable followed by another strong syllable�, and t for
the total number of syllable transitions. The lower the num-
ber of syllable-to-syllable transitions where stress is unal-
tered, the higher the CRI, with a CRI of 1 indicating a strict
alternation of strong and weak syllables.

The CRIs for the five English sentences used in this
study are listed in Table III. Given that the PVI was devised
to reflect the strength of the alternation between successive
syllables, it is reassuring that patterns of CRI values quite
closely correspond to the nPVI-V values, with the two sen-
tences lowest in CRI �sentences 2 and 3� also having the
lowest nPVI-V scores, and the sentences with a high CRI
�sentences 1, 4, and 5� having the highest nPVI-V scores.

It is worth noting that, although VarcoV scores were
generally highly correlated with nPVI scores, the pattern of
scores was very different for sentence 5, which had a low
VarcoV score and yet the highest nPVI-V score. This was
also the sentence that had the highest CRI value, reflecting
its regularly alternating strong-weak pattern, only disrupted
by two weak-weak transitions. The ordering of strong and
weak syllables is thus critical for nPVI-V, and irrelevant for
simple global measures of interval duration variation such as
VarcoV, as discussed in Low et al., 2000. This sensitivity to
the rhythmic structure of utterances could be seen as a
strength of the PVI, but could also be a weakness in studies
that lack a sufficiently large and language-typical range of
metrical structure.

In summary, it is clear that all three factors—speakers,
sentences, and measurers—need to be considered when de-
veloping studies and comparing results. We found that the
largest source of variation in rhythm scores was the sen-

TABLE III. The number of syllable transitions without a change in stress
�weak-weak or strong-strong�, the number of total transitions, and the CRI
for the English sentences.

Sentence Constant transitions Total transitions Constant regularity index

1 4 14 0.71
2 6 16 0.63
3 5 14 0.64
4 4 16 0.75
5 2 16 0.88
tences selected for the study: These can either be randomly
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sampled or specifically designed to be representative of the
language in terms of phonological and suprasegmental struc-
tures, as discussed above. Speakers—a moderate source of
variation in rhythm scores—can be naturally treated as a ran-
dom factor and so the usual caveat regarding low speaker
numbers applies. There is little corrective action available,
however, regarding idiosyncratic differences between mea-
surers apart from the obvious step of ensuring that all mea-
surers conform to an agreed protocol for the identification of
segment boundaries. Given that, it is reassuring to note that
differences in rhythm scores between measurers are rela-
tively small compared to those arising from speakers and, in
particular, sentences, and that consistency between
measurers—as indexed by intraclass correlation
coefficients—is relatively high.

IV. GENERAL DISCUSSION

In an attempt to assess the reliability of contrastive
rhythm metrics used routinely in phonetic research, we ex-
amined how such metrics are affected by variation between
measurers, sentences, and speakers. We analyzed five Eng-
lish sentences spoken by six speakers of Standard Southern
British English, with segmentation into vocalic and intervo-
calic intervals carried out by five phoneticians, together with
an automated alignment using speech recognition software.

The results clearly demonstrate that the nature of the
sentence materials recorded is the most important source of
variation in rhythm scores. Consistency of scores between
sentences was low for all metrics, even those metrics—%V,
VarcoV, and nPVI-V—previously found to be most discrimi-
native between language groups and robust to variation in
articulation rate �White and Mattys, 2007a, 2007b�. Mean
differences between SSBE sentences for these three metrics
were equivalent to 20%–28% of the differences between
Castilian Spanish and Standard Southern British English,
which were the largest cross-linguistic differences found in
our previous study �White and Mattys, 2007a�, with %V the
most consistent and nPVI-V the least consistent between sen-
tences. Such differences raise potentially serious problems of
interpretation of rhythm scores given the underlying assump-
tion that they should reflect stable rhythmical properties of
languages. One solution to this problem is to record a suffi-
ciently large number of randomly sampled sentences to pro-
vide a representative selection. Alternatively, materials may
be constructed to accurately represent the phonological and
metrical structures encountered in the natural speech of the
languages under investigation. We have proposed a contrast
regularity index as a simple statistical measure of metrical
structure; other measures would be required to assess phono-
logical patterns such as the clustering of consonants in onsets
and codas. Analyzing recordings of natural spontaneous
speech represents a third approach to the problem.

Variation in rhythm scores between speakers was not as
marked as between sentences, with mean differences for the
three metrics less than 18% of the Spanish-English differ-
ence, and particularly low for nPVI-V. Consistency between
speakers was nevertheless only moderate and provides a

strong indication against taking single-speaker studies to be
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in any way representative of population means. Of course,
rhythm metrics may be efficacious for comparing scores
within a single speaker under different speaking conditions
or assessing changes over time, for example, regarding the
deterioration in a speaker’s prosody due to speech pathology
�e.g., Liss et al., 2009�, the efficacy of ameliorative speech
therapy, or progress to proficiency in second language acqui-
sition. Assuming that the caveats regarding materials are
heeded, the use of rhythm metrics in longitudinal studies
such as these is one of the potentially most productive areas
of their application.

Inter-measurer reliability was relatively good, with mean
differences for %V, VarcoV, and nPVI-V between 7% and
15% of the Spanish-English difference. As with speakers,
nPVI-V showed the smallest mean difference between mea-
surers, although intraclass correlation coefficients showed
that consistency was numerically somewhat lower than for
%V and VarcoV.

A practical implication of these findings is that it should
be possible to use several measurers within one study with-
out substantial loss of reliability. Our measurers provided
segmentations based on their own interpretation of a set of
written instructions without consulting each other. By ensur-
ing that measurers discuss problem cases and update their
joint segmentation protocol accordingly, we expect that dif-
ferences between measurers could be reducible to a non-
significant level. In addition, of particular practical interest is
our finding that the automatic phone alignment produced
rhythm metric scores that were comparable to those of the
human measurers. Of the three metrics examined here, only
for VarcoV was the score of the automatic alignment differ-
ent from the mean score of the human measurers, although
the automatic alignment still performed within the range of
the human measurers. Automatic phone alignment could,
therefore, be used in future studies of contrastive speech
rhythm, assuming an adequate supply of training data for the
languages under investigation.

Finally, as this paper is essentially a methodological
study, we present some recommendations for researchers in-
tending to utilize contrastive rhythm metrics. The first two
recapitulate what we have learnt from our previous work
�White and Mattys, 2007a, 2007b�; the others summarize the
findings of the present study.

�1� %V, VarcoV, and nPVI-V are robust to variation in ar-
ticulation rate and are effective at discriminating be-
tween language varieties previously held to differ in
terms of contrastive rhythm. However, as all rhythm
metrics have limitations, it is safest to use %V in com-
bination with either VarcoV or nPVI-V rather than rely
on a single metric.

�2� Results for non-rate-normalized metrics ��V, �C, and
rPVI-C� are difficult to interpret and not reliably dis-
criminative, likewise all metrics of consonantal interval
variation �VarcoC, in addition to the non-rate-normalized
�C and rPVI-C�. Furthermore, they show relatively poor
consistency between speakers, sentences, and measurers.

�3� Single-speaker or low-N studies should absolutely be

avoided where speakers are intended to be representative
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of a particular linguistic group. Contrastive rhythm met-
rics may be useful in single-speaker longitudinal studies,
however.

�4� Rhythm scores are strongly affected by the particular
linguistic materials used. Either a large sample of sen-
tences should be used or materials should be constructed
to be representative of the relevant phonological and
metrical properties of the language under study.

�5� Where several measurers are used, they should work ac-
cording to an agreed protocol for the identification of
segment boundaries. Furthermore, discussion and com-
parison of difficult cases between measurers, which were
avoided in the current study, should help minimize varia-
tion in rhythm scores.

�6� Contrastive rhythm scores obtained through automatic
alignment show good agreement with those obtained

from human measurers, assuming sufficient training data

J. Acoust. Soc. Am., Vol. 127, No. 3, March 2010
are available for the language in question. Of course, use
of automated methods would allow much larger sam-
pling of speakers and sentences.

�7� Do not rely too heavily on contrastive rhythm metrics or
over-interpret the results of studies that use them. They
merely provide an approximate indication of the degree
of temporal stress contrast in a language and are suscep-
tible to extraneous variation from multiple sources.
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APPENDIX A: THE SENTENCES READ BY THE SSBE SPEAKERS IN THIS STUDY

The following are the sentences read by the SSBE speakers.

�1� The supermarket chain shut down because of poor management.
�2� Much more money must be donated to make this department succeed.
�3� In this famous coffee shop they serve the best doughnuts in town.
�4� The chairman decided to pave over the shopping center garden.
�5� The standards committee met this afternoon in an open meeting.

APPENDIX B: SPEAKER COMPARISONS

Means �and standard errors� of the rhythm metrics �V, �C, VarcoC, rPVI-C, and nPVI-VC according to speaker; the ICC
among speakers �with 95% confidence intervals�; and the F-test for a main effect of speaker.

Sp 1 Sp 2 Sp 3 Sp 4 Sp 5 Sp 6 ICC F-test
�V 53.8 55.7 55.5 45.0 42.9 46.4 0.45 F�5,145�=48.06,

�1.4� �1.3� �0.6� �1.3� �0.6� �1.1� �0.29,0.62� p�0.001

�C 69.3 55.1 58.8 60.4 54.0 57.7 0.26 F�5,145�=8.94,
�2.5� �2.0� �2.4� �2.1� �2.2� �1.4� �0.12,0.45� p�0.001

VarcoC 48.2 42.8 47.8 47.6 46.4 48.2 0.25 F�5,145�=3.21,
�1.6� �1.2� �1.4� �1.1� �1.2� �1.5� �0.12,0.44� p=0.009

rPVI-C 82.9 66.5 65.7 72.6 66.4 67.9 0.37 F�5,145�=8.32,
�3.8� �2.5� �3.0� �2.8� �2.7� �2.5� �0.22,0.56� p�0.001

nPVI-VC 40.9 37.2 41.5 40.2 40.9 34.2 0.61 F�5,145�=12.32,
�1.3� �1.3� �1.7� �1.1� �1.4� �0.8� �0.46,0.75� p�0.001

APPENDIX C: SENTENCE COMPARISONS

Means �and standard errors� of the rhythm metrics �V, �C, VarcoC, rPVI-C, and nPVI-VC according to sentence read;
the ICC among sentences �with 95% confidence intervals�; and the F-test for a main effect of sentence.

Sen 1 Sen 2 Sen 3 Sen 4 Sen 5 ICC F-test
�V 51.9 48.3 49.8 55.3 44.1 0.49 F�4,140�=23.50,

�1.3� �1.4� �1.0� �1.3� �1.0� �0.33,0.65� p�0.001
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�C 59.3 65.8 59.4 55.8 55.8 0.22 F�4,140�=5.26,
�0.9� �2.3� �1.6� �2.7� �2.1� �0.09,0.40� p�0.001

VarcoC 43.0 49.9 44.2 49.4 47.6 0.05 F�4,140�=7.07,
�0.7� �1.1� �1.0� �1.6� �1.3� ��0.05,0.20� p�0.001

rPVI-C 63.3 74.6 84.1 65.5 64.1 0.25 F�4,140�=16.72,
�1.5� �3.0� �1.8� �3.4� �2.2� �0.11,0.43� p�0.001

nPVI-VC 41.9 33.9 35.2 36.9 47.8 0.16 F�4,140�=44.48,
�0.9� �0.7� �0.8� �0.9� �1.3� �0.04,0.33� p�0.001

APPENDIX D: MEASURER COMPARISONS

Means �and standard errors� of the rhythm metrics �V, �C, VarcoC, rPVI-C, and nPVI-VC according to measurer �human
measurers M1–M5 and automatic phone alignment A�; the ICC among measurers �with 95% confidence intervals�; and the
F-test for a main effect of measurer.

M1 M2 M3 M4 M5 A ICC F-test
�V 49.2 49.5 50.2 50.1 48.8 51.5 0.79 F�5,145�=2.02,

�1.4� �1.4� �1.4� �1.4� �1.5� �1.7� �0.69,0.88� p=0.080

�C 58.6 59.1 57.0 68.1 58.6 53.9 0.42 F�5,145�=8.20,
�1.9� �1.9� �1.9� �3.1� �2.0� �1.9� �0.27,0.60� p�0.001

VarcoC 46.8 45.4 47.4 50.8 46.4 44.1 0.43 F�5,145�=4.92,
�1.2� �1.2� �1.2� �1.8� �1.2� �1.3� �0.27,0.61� p�0.001

rPVI-C 69.9 69.1 68.0 83.1 68.5 63.4 0.54 F�5,145�=11.23,
�2.6� �2.5� �2.8� �4.0� �2.8� �2.7� �0.39,0.70� p�0.001

nPVI-VC 39.7 38.3 39.6 40.8 39.3 36.9 0.68 F�5,145�=3.07,
�1.5� �1.5� �1.3� �1.5� �1.4� �0.9� �0.55,0.81� p=0.011
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